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Abstract
AI projects often fail due to financial, technical, ethical, or user
acceptance challenges—failures frequently rooted in early-stage
decisions. While HCI and Responsible AI (RAI) research empha-
size this, practical approaches for identifying promising concepts
early remain limited. Drawing on Research through Design, this pa-
per investigates how early-stage AI concept sorting in commercial
settings can reflect RAI principles. Through three design experi-
ments—including a probe study with industry practitioners—we
explored methods for evaluating risks and benefits using multidisci-
plinary collaboration. Participants demonstrated strong receptivity
to addressing RAI concerns early in the process and effectively iden-
tified low-risk, high-benefit AI concepts. Our findings highlight
the potential of a design-led approach to embed ethical and service
design thinking at the front end of AI innovation. By examining
how practitioners reason about AI concepts, our study invites HCI
and RAI communities to see early-stage innovation as a critical
space for engaging ethical and commercial considerations together.
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1 Introduction
Artificial intelligence (AI) offers immense potential to revolution-
ize industries and address global challenges. It creates value by
automating work and increasing efficiency (e.g., warehouse and
manufacturing robots, chatbots, document summarization); fore-
casting and providing critical insights (e.g., financial forecasting,
smart inventory management, predictive maintenance); and accel-
erating breakthroughs in areas that have inhumanly large problem
spaces like drug discovery [35, 61] and the creation of new ma-
terials for things like batteries and computer chips [59, 73]. The
hype, hope, and promise surrounding AI have sparked widespread
interest and huge investments. A recent survey showed that 40% of
CEOs plan large AI investments, and they expect these to pay off
with improved competitive advantage [64]. Hundreds of billions of
dollars are being spent each year with the hope that AI produces
rich rewards [51, 77].
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The success and investment surrounding AI products and ser-
vices imply an effective innovation process; however, recent human-
computer interaction (HCI) research exposed many challenges. Cur-
rently, about 85% of AI initiatives fail [32, 47, 50, 92] because many
systems: (i) cannot generate benefits that outweigh their develop-
ment and operational costs, (ii) cannot build a model that achieves
the minimal required level of performance to create real value, (iii)
don’t address real needs, so users won’t adopt and use them, and/or
(iv) face significant ethical issues such as biased data that cause
unacceptable, unintended harm. In addition to the high failure rate,
researchers note a lot of missed, low-hanging fruit [98, 100–102].
Organizations seem to ignore situations where simple AI imple-
mentations with moderate performance would be immediately use-
ful for users and generate value for service providers. The hype
surrounding AI seems to pressure organizations to rush into AI
innovation, and to take big risks instead of a more measured and
steady approach.

The Responsible AI (RAI) community has made significant pro-
gress in identifying sources of unintended harm and creating a va-
riety of practical toolkits and frameworks. However, implementing
these insights within organizations often faces resistance, driven
by concerns about their perceived incompatibility with existing
workflows (e.g., [28, 44, 56, 93]) or fear of potentially hindering
innovation [84]. To address these challenges, prior research has
assessed the state of adoption and explored ways to bridge gaps.
For instance, Rakova et al. highlighted practitioners’ aspirations to
align RAI efforts with their organization’s mission and values [76].
Despite these efforts, a critical knowledge gap remains: how to op-
erationalize these aspirations and effectively integrate commercial
objectives with RAI principles.

A growing body of RAI researchers found that trying to fix
ethical issues after models have been trained and deployed is of-
ten infeasible or even impossible in practice [22, 31, 48]. This has
led to a self-critique within the RAI community: while adept at
identifying problems, the solutions often come too late in the de-
velopment process. Researchers suggest that one way to avoid RAI
challenges is to address concerns during the earliest stages of the
innovation process [24, 49, 68, 75, 79, 81, 90, 102]. At the same time,
HCI researchers suggest that improving ideation (the generation of
many innovation concepts) might reduce the high AI failure rate
by surfacing low-risk, high-value concepts. Recent work offers new
ways to generate ideas that more effectively surface the harmo-
nious intersection of what users need and what AI can reasonably
produce [57, 102]. Despite the shared interest and a common vision
from both RAI and HCI communities in improving early-stage AI
innovation, little existing work explicitly bridges these domains.
Specifically, there has been little exploration of RAI principles shap-
ing ideation processes or AI innovation research adopting RAI
insights.

Our research builds on insights from RAI advocating for the
early consideration of ethical harms in innovation, and from HCI
research focused on improving the ideation of AI concepts. We
specifically focus on concept selection, and how innovation teams
could assess concepts generated during brainstorming to surface
low-risk, high-benefit opportunities. HCI currently does not of-
fer a formal process for selecting the “best” concept. We inferred

that scaffolding the process might help, given the complexity of si-
multaneously addressing technical, financial, user-acceptance, and
ethical risks. We ask the following questions: Can RAI concerns be
integrated into a commercial AI innovation process at the point of
project selection? Are AI innovators open to a more formal process for
assessing and selecting low-risk, high-benefit opportunities?

Following a Research through Design approach [106], we con-
ducted three design experiments including a probe study with pro-
fessional AI innovators. The probe explored a more structured
approach to collaboratively assessing concepts and selecting what
to innovate. We found that professionals were open to integrating
RAI concerns into a commercial AI innovation process, and they
could leverage the collective intelligence in their team to reach a
consensus. Their reflections on current practices indicated they
don’t often brainstorm new product or service concepts, raising
questions about who is doing this work.

Our paper makes four contributions. First, we present a probe
study on early-stage AI innovation practices. Second, we advance
our understanding of how to support more effective and responsible
AI innovation in practice. Third, we offer insights with the goal of
improving early-stage ideation and project selection. Finally, we
pose new research questions for the HCI and RAI communities,
advancing the discourse on AI innovation.

2 Related Work
Our work draws from and attempts to integrate two separate
threads of research. We build on HCI research focused on low-
ering the risk of failure by improving the ideation of AI concepts.
We also draw on RAI research and its intention of reducing AI’s
unintended harms. We are committed to RAI’s goals of maximizing
AI’s benefits while minimizing its harms [69].

2.1 HCI Research on Improving AI Innovation
HCI research has a long history of discussing the interplay between
sketching (ideation: the envisioning of many different things to
make) and prototyping (iteration: the use of rapid prototyping to it-
eratively refine a system into being). Buxton, in his seminal work on
user experience, discusses this as the difference between “making
the right thing” (sketching) and “making the thing right” (proto-
typing) [18]. Recent HCI research onAI innovation suggests that the
high failure rate likely stems from poor quality ideation [96, 98, 104].
Researchers note that data science teams often envision concepts
customers don’t want, while design teams envision concepts that
cannot be built.

This body of research details several potential causes of poor-
quality ideation. In many cases, HCI/UX is not invited to join
projects until after decidingwhat tomake has happened [29]. This is
sort of like traveling back in time to the 1990s when designers were
invited to join a project late in the process. They dismissively de-
scribed the goal of slapping a “pretty” interface onto an application
no one wants as “putting lipstick on a pig” [20, 21]. However, includ-
ing HCI/UX from the start won’t solve the failure problem. Many
HCI/UX practitioners find it challenging to grasp AI’s capabilities —
what exactly can AI do [29]? The few “effective” HCI/UX practition-
ers employ internalized AI capability abstractions, allowing them
to recognize situations when a capability might be valuable [97].
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They also use a set of examples associated with these capabilities to
communicate their ideas to other HCI/UX practitioners or AI collab-
orators. One challenge unique to AI is its high level of uncertainty.
When ideating, AI innovators often struggle with understanding
whether they can technically deliver a desired capability and the
potential errors a system might make [98]. As a system is deployed
and accumulates data, these factors can change, influencing the
system’s performance. Innovators also struggle to recognize AI’s
development and operational costs — is a concept expensive or
cheap [101]? Collectively, these issues all present challenges to
effective ideation and project selection.

Data science plays a key role in AI innovation; however, it lacks a
strong connection to human-centered design processes like ideation.
Today, most data science textbooks describe the innovation process
as starting with problem formulation: defining a problem, identi-
fying constraints and resources, and scoping a project that should
create value [94]. Data science students are not typically taught to
ideate, to think of a hundred different things they might create, and
then assess their collection to find the best concept. HCI research ex-
ploring the emerging role of data science in the enterprise detailed
several challenges that can impact the ideation and selection of
viable, valuable projects. Data scientists shared that they struggle to
connect business strategy, user needs, and AI opportunities [53, 67].
They also struggle to communicate the meaning of a model’s perfor-
mance, negatively impacting collaboration with non-data science
stakeholders [105]. This challenge to define and communicate what
is “good enough” creates tension around assessing how good an
innovation concept might be.

In support of human-centered AI innovation, HCI researchers
have developed resources including design guidelines and pat-
terns [5, 7, 38]. Currently, these resources only support the prototyp-
ing phase [103]. Similarly, tools for machine learning practitioners
often focus too narrowly on low-level technical details, neglecting
the broader, conceptual exploration necessary during sketching [54].
Research on how HCI/UX teams employ these guidelines surfaced
practitioners’ requests for additional tools and resources that can
help with ideation and selection [103]. Research also shows that
HCI/UX practitioners have started creating their own resources
by documenting AI capabilities in support of ideation [101, 102].
HCI researchers developed two methods to improve ideation. One
approach casts HCI/UX in the role of a facilitator who gets data
science teams and problem owners to brainstorm together [99, 102].
This work explicitly focused on helping innovators recognize sit-
uations where moderate model performance creates user value.
It builds on the observation that making systems with moderate
performance is much easier than making systems with excellent
model performance. The other approach, AI Matchmaking [57],
builds on a technology-centered innovation approach (matchmak-
ing [13]). It centers user needs by including the problem owners in
the matchmaking work. Both ideation approaches work to reduce
the risks of technical viability and user acceptance. However, they
do not address the financial or ethical risks.

The ideation phase typically involves two iterative steps: gen-
erating concepts and selecting the most promising ones. Bill Bux-
ton emphasizes the importance of this selection process, aiming
to “discard more than we keep. [18]” He highlights that effective

selection isn’t just about liking an idea, but making critical com-
parisons—asking “Do I want this rather than that, and why? [18]”
This approach underscores the necessity of evaluating concepts in
parallel to determine their relative merits [30, 87]. However, recent
efforts in early-stage AI innovation have primarily focused on idea
generation, leaving a gap in our understanding of how to effectively
select the concepts with the most potential.

2.2 RAI Research on Mitigating Problems in
Real-World Settings

The RAI community has seen significant growth over the past
decade with the increasing use of AI systems across various do-
mains and a subsequent rise in AI harm cases. To address the ethical
concerns arising from harmful AI systems, the RAI community
has developed tools and processes that refine existing systems,
document their limitations [66], or facilitate audits and impact as-
sessments [44, 95]. However, there is a growing recognition that
some ethical concerns are inherent to a specific problem formu-
lation, requiring a fundamental system redesign rather than post
hoc refinements [15, 44, 75]. Some post hoc technical fixes such as
“de-biasing” may inadvertently amplify the biases that they were
supposed to address. In sum, much of the RAI work has focused
on improving existing systems (i.e., making the thing right) rather
than exploring which other AI concepts might have been more fea-
sible in the first place (i.e., making the right thing). Recent studies
investigating industry product teams’ current practices and chal-
lenges around AI fairness, found that teams were most interested
in finding ways to avoid ethical challenges in the first place.

The RAI community has also developed databases and taxonomies
that capture ongoing and emergent forms of algorithmic harm
and may further help AI practitioners anticipate these potential
harms [1, 12, 16]. However, AI systems are deployed in heteroge-
neous social contexts and interplay with social, cultural, and/or
organizational dynamics [82]. This makes it difficult to anticipate
harm. A design approach can help develop practical tools that are
theoretically grounded in these taxonomies, center critical, action-
able dimensions, and guide AI developers in systematically identi-
fying potential harms before committing to system development.
Moreover, the RAI community has predominantly focused on ethi-
cal risks. AI practitioners must ensure that AI concepts also create
value for stakeholders. This requires a more holistic evaluation that
incorporates concerns like financial and user-acceptance risks.

Given these challenges, recent calls to action urge researchers
to focus on the earliest phases of AI innovation, where teams can
ideate more broadly (e.g., [15, 44, 68, 75, 91]). The RAI community
has shown a growing interest in leveraging HCI and design method-
ologies to integrate ethical considerations from the start [27, 44, 55].
Although some recent studies have examined these early stages [49],
to our knowledge none have compared multiple concepts in parallel,
and few have evaluated AI ideas beyond ethical concerns. This study
contributes to the emerging body of work on RAI. It showcases
how early-stage design probes can assist interdisciplinary teams
in integrating RAI considerations with commercial goals. Teams
can evaluate multiple AI concepts using a holistic and structured
framework that weaves ethical concerns into commercial criteria
of desirability, feasibility, and viability.
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3 Design Process Overview
We were interested in the handoff between ideation and iteration
when AI innovation teams assess many AI concepts and select
what to make. We wanted to explore a proactive approach that
enhances the coordination of interdisciplinary teams to identify
low-risk, high-benefit concepts efficiently. We aim to integrate
RAI considerations into the commercial development process to
improve receptivity and acceptance of RAI in the private sector.
This exploration seeks to understand how AI practitioners perceive
and adapt to the envisioned workflow.

For this exploratory research, we chose a Research through De-
sign (RtD) approach [106]. RtD leverages the tools and processes
of design practice to holistically explore problematic situations. It
is useful for investigating new ways of designing. We conducted
three interconnected design experiments. Design experiments are
different from scientific experiments. Within the context of RtD
research, “a design experiment includes [any] intentional actions de-
sign researchers take to further their understanding of the situation
their work addresses” [107]. Design Experiment 1 (DE1) explored
examples from design and other fields of assessing and making a
selection frommany options. This informed and inspired the design
of our probe materials. Design Experiment 2 (DE2) developed the
materials for the probe study. This constructive activity operational-
ized insights from DE1. Design Experiment 3 (DE3) executed our
probe study. It brought professional AI innovators together and
had them enact a more formal approach to assessing and selecting
an AI concept.

HCI has a long history of using probes where researchers disrupt
the current state in very intentional ways to observe participants’
reactions. They are meant to offer insights that inspire much more
than to answer terse research questions, and they have been taken
up and used in wildly different ways since their introduction [14,
17, 33, 39, 63].

Across the three design experiments, we employed a highly
dialogical approach, continuously sharing and refining our find-
ings through feedback from internal and external collaborators.
Internally, our multidisciplinary team–experts in HCI, design, RAI,
computer science, and psychology–engaged in brainstorming and
design activities. Externally, we shared progress with two research
groups: 50 HCI researchers and 30 RAI researchers. We used their
feedback to inform the design of the probe and the questions we
explored during the study with professionals.

4 Design Experiment 1: Gathering Inspiration
on Making Design Choices

Designers often seek inspiration by broadly searching for relevant
examples where others have addressed a similar situation [65]. We
built on this pattern by exploring examples of how design and other
fields have approached the challenge of choosing one from many.
We looked at examples from HCI, design, engineering, and business.
We hoped to find ideas we could borrow in the design of our probe.

We began by brainstorming where to look. Next, we conducted a
broad search across academic and non-academic sources.We started
with the ACM Digital Library and Google Scholar, employing di-
verse keywords, including but not limited to “early-stage concept
selection,” “project selection,” “concept convergence,” “innovation

evaluation instrument,” “sorting techniques,” and “ideation selec-
tion techniques.” We next expanded our search to include widely
adopted practices in the industry, identified through books, online
media, and video demonstrations. We collectively reviewed the
growing set of artifacts and methods using a process similar to
critique where we talked about the usefulness of an example to
our problematic situation. We repeatedly asked which examples
supported consideration of technical, financial, user acceptance,
and ethical risks and benefits for services, customers, users, and
society.

Examples we drew inspiration from include:

• Dot Voting: supports the collective intelligence of the group
by allowing members to vote with ‘dots’ on various op-
tions [37].

• Impact-Effort Matrix: 2x2 matrix for a group to evaluate
and prioritize tasks or projects based on the level of effort
required and the impact they will have [36, 40].

• Morphological Charts: systematically generates new ideas
and selects optimal solutions by decomposing a problem into
its functions and listing various options for each, from which
the best can be chosen [83, 89].

• Pugh Analysis: supports numeric rating and comparison
of many possibilities by evaluating each option against a
baseline using specific criteria, facilitating the identification
of the most viable solution [72].

• Harris Profile: visualizes and evaluates strengths and weak-
nesses of design concepts in relation to predefined design
requirements [42, 89].

• Risk Assessment Matrix: A prioritization framework (low-
med-high) to decide which risk factors to prioritize, based
on the severity and the likelihood of the risk happening [6].

• Cooper’s New Product SelectionModel: Thirteen factors that
indicate the product’s potential for success, derived from 195
industrial product projects [23]

Our critique of the examples led to the following key considera-
tions for the probe design:

• The process should strike a balance between having a formal
structure and remaining designerly [86]. It should feel more
like a practice method and less like a setup for a controlled
study.

• Innovators should holistically consider the benefits and the
four risks. They all interact with each other.

• The whole process must be fast. Teams should not spend
more than 2 hours comparing 10 to 20 concepts to make a
selection.

• The process should leverage the collective intelligence of the
different disciplines and consideration of different organiza-
tional priorities.

• The process should compare multiple concepts in parallel,
instead of focusing on one concept at a time [87].
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Figure 1: Initial prototype combining dot-voting with the 2x2 matrix approach.

5 Design Experiment 2: Designing a Probe to
Explore AI Concept Sorting and Responsible
AI Integration

Building on the criteria from DE1, we focused on making a probe
that was flexible and could be used for rapid assessment. We de-
signed a probe to provide professionals with scaffolding for assess-
ing and rating a set of AI concepts. The scaffolding was meant to
guide them toward high-benefit, low-risk concepts and away from
high-risk, low-benefit. With respect to the holistic experience of
the probe, we took inspiration from experience prototyping [17],
particularly how it delivers critical aspects of a possible future ex-
perience and then asks participants to reflect on what they really
want.

5.1 Process Overview
The process comprised threemain activities: (i) brainstorming probe
designs, (ii) assessing impacts, and (iii) refining structure and flow.
We conducted iterative pilot testing to enhance our design process,
including 13 formal pilot tests simulating the envisioned probe pro-
cess and numerous informal tests. Feedback from diverse academic
researchers and practitioners further enriched our approach.

5.1.1 Brainstorming Probe Designs. The team held five brainstorm-
ing sessions, where researchers sketched probe designs based on
Design Experiment 1 criteria and refined them through group feed-
back. Broader team input helped prioritize and shape the ideas.

5.1.2 Assessing Impacts. To select a direction, we evaluated each
concept against key criteria: (i) speed and usability in early-stage
design, (ii) effective scaffolding of discussions across four areas
(financial, technical, user acceptance, and ethical), and (iii) the abil-
ity to surface agreements and disagreements within teams. After
extensive discussions, we chose an approach that combined dot-
voting and a 2x2 matrix. This was intended to allow team members
to categorize concepts into high-benefit, low-risk or low-benefit,
high-risk groups and to facilitate focused discussions on prioritiz-
ing the concepts they believe to be most viable through voting.
This framework also provided a simple, intuitive three-level rating

system (high-medium-low) to assess each concept’s desirability,
feasibility, and viability. Figure 1 shows the initial prototype. 1

5.1.3 Refining the Form, Structure, and Flow. Feedback from pilot
tests with both students and professional industry teams contin-
uously led to refinements in structure. In developing our prompt
questions, we utilized DE1 inspirations for foundational guidance,
selectively incorporating and synthesizing financial insights from
business literature [10, 43, 85, 88], technical insights from classi-
cal input-model-output representations [2], and both ethical and
technical considerations from RAI literature [44, 49, 75, 78, 82, 90].
Researchers then brainstormed prompts together. After multiple
discussions between us, we organized them under desirability, fea-
sibility, and viability. Inspired by prior research (e.g., “Do-Reason-
Know worksheet” [104]), we designed the Concept Card to outline
the AI’s input-model-output mechanism. We also included stake-
holder analysis, informed by repeated findings and feedback during
the pilot tests, to address broader ecosystem concerns. Facilita-
tion processes were streamlined through additional tests, reducing
inefficiencies.

5.2 Final Probe Design
The final probe includes four artifacts and a workflow for utilizing
them. Below, we describe the artifacts, instructions for using the
artifacts, and outline the flow of the workshop session.
5.2.1 Concept Card. The concept card (Figure 2) is a template
completed prior to the workshop and includes four key components:
(i) concept overview, (ii) stakeholder list, (iii) AI system description,
and (iv) data.

The concept overview provides a brief title and a short descrip-
tion summarizing the concept. The stakeholder list identifies four
key roles: payer, end-user, servicing party, and impacted individual.
The payer is the entity funding the service, while the end-user regu-
larly interacts with the system. The servicing party distributes and
manages the service. Lastly, the impacted individual includes those

1In the DE3 workshop study, wemodified the probe’s design to improve the online facil-
itation process by replacing dot-voting with a drop-down button format. Although the
form changed, the content and functionality of the probe stayed consistent throughout
the paper.
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Figure 2: Concept Card with a top area for the title and description. The bottom area has three columns: stakeholders (left),
system description (middle), and relevant datasets (right).

Figure 3: Individual Rating Sheet where participants rate each item as high, medium, or low using a dropdown menu. At the
bottom of each column, they provide qualitative reasoning to support their quantitative ratings.

indirectly affected by the service, such as those experiencing unin-
tended consequences. For example, in the case of Google Search,
the end-user is the person searching for information, the payer is
the advertisers, and impacted individuals might include website
owners affected by search ranking algorithms. The system descrip-
tion adopts the “Do-Reason-Know” framework from Yildirim et al.
(2024) [104]. It outlines (i) Do—the actions performed by the system
(e.g., presenting recommended videos); (ii) Reason—the reasoning
or inference process enabling the action (e.g., ranking videos by
relevance while balancing diversity). Finally, the data column out-
lines (iii) Know—the computational data required to enable these
actions (e.g., user data, metadata, or contextual information).

The Concept Card format facilitates a uniform presentation of
AI concepts, aiding those assessing multiple ideas. Pilot testing

revealed that a consistent layout helps users quickly locate essential
information, making comparisons easier and more efficient.
5.2.2 Individual Rating Sheet. The individual rating sheet (Fig-
ure 3) helps people quickly assess AI innovation concepts based
on four factors: financial, technical, user-acceptance, and ethical
concerns. Designed to be completed in 5 minutes, it encourages
informal, rapid evaluations using a High-Medium-Low scale paired
with brief qualitative comments for context.

The sheet focuses on three main questions: (1) Desirability (“Wo-
uld people want it?”), (2) Feasibility (“Can we build it?”), and (3)
Viability (“Can we afford it?”), integrating ethical considerations
into the framework. With 15 questions total (Table 1), participants
conclude by categorizing the concept as Keeper, Maybe, or Show-
stopper.
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Table 1: A list of prompting questions in an Individual Rating Sheet.

Category Keyword Prompt

Would People
Want It?
(Desirability)

End-User Value
How much value do we provide to the end-user?
(e.g., getting the job done, status enhancement, convenience, usability, newness,
customization, performance...)

Payer (Customer)
Value

How much value do we deliver to the payer?
(e.g., getting the job done, status enhancement, convenience, usability, newness,
customization, performance...)

Potential Revenue To what degree will this application generate revenue?
Non-Revenue
Service Value

How much non-financial value does this concept add to our service?
(e.g. employee engagement, corporate social responsibility, raising awareness, etc)

Adoption Rate
+ Frequency of Use How many new and current users will use this service, and how frequently?

Chance of User /
Stakeholder Harm

How likely is this to cause harm to end-users or stakeholders?
(e.g., their physical or psychological safety, civil liberties or rights, or economic
opportunity)

Can We
Build It?
(Feasibility)

Data
Do we have enough high-quality data to achieve ‘good enough’ performance for
our use case?
(e.g., think about accuracy, biases, completeness ... of the data)

Minimum
Performance

How effective does the model need to be for its benefits to outweigh the risks and
be valuable to users?

Harmful Biases How likely are biases in the data or modeling approach to lead to frequent errors
for certain groups or scenarios, potentially causing significant harm?

Probability of Error If the model ends up well-tuned, how often would errors occur?
Impact of Error When the model makes errors, how severe would be the cost of those errors?

Bad Actors How easily could bad actors misuse the system to cause harm?
(e.g., leading to harming data quality, security breaches, or monetary loss)

Can We
Afford It?
(Viability)

Cost to Build How costly is it to build a dataset, develop a model, or fine-tune a pre-built model?
(e.g., systems license, programming, data collection, employees, training, etc)

Cost to Run How costly would it be to run it?
(e.g., electricity, frequency of updating and retraining the model, data storage, etc)

Societal Harm How likely is it that this will indirectly cause societal harm?
(e.g., job loss, sustainability, etc)

5.2.3 Team Response Overview.
The Team Response Overview (Figure 4) visualizes team ratings

for a concept using color codes—green (positive), red (negative), and
gray (neutral). Each column represents a question, with individual
responses displayed side-by-side. Facilitators and teammembers use
this visualization to quickly scan across each other’s perspectives as
input for subsequent collective discussion. Here, the team can spot
(dis)agreements, focusing discussions on critical issues for efficient
and targeted decision-making.
5.2.4 Risk-Benefit Matrix.

The Risk-Benefit Matrix (Figure 5) is a 2x2 matrix for evaluating
concepts based on benefit (Y-axis) and risk (X-axis). Concepts in
the top-left quadrant (high benefit, low risk) are prioritized, while
those in the bottom-right (low benefit, high risk) are deprioritized or
discarded. Quadrants in between prompt further discussion for re-
finement or strategic decision-making. Teams collaboratively place
concepts on the matrix, with a facilitator guiding the process and
referencing the Team Response Overview to address agreements
and disagreements.

The Risk-Benefit Matrix was inspired by the 2×2 structure of
the Impact-Effort Matrix. In the Impact-Effort Matrix, effort repre-
sents the work required, and impact reflects the potential positive
outcomes. While widely used in industry [3, 36, 40] and HCI re-
search [102, 103], it lacked the flexibility to address the broader
range of risks and benefits needed for our project. For instance,
ethical risks cannot be fully captured through the lens of effort. To
address these limitations, we developed the Risk-Benefit Matrix as
a more comprehensive framework.

5.2.5 Workflow. Our probe’s workflow is a one-hour workshop
designed for an interdisciplinary team, ideally including represen-
tatives covering financial, technical, user acceptance, and ethical
concerns. The workshop focuses on assessing, sorting, and selecting
AI concepts. Figure 6 illustrates the overall workflow. Participants
begin by reading the Concept Card (section 5.2.1) and individually
evaluating a subset of concepts using the Individual Rating Sheet
(section 5.2.2). These individual ratings are then aggregated into a
Team Response Overview (section 5.2.3), which highlights areas of
agreement and disagreement among participants.
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Figure 4: Team Response Overview consolidates individual responses from the rating sheet into a single view. Example shown
is for illustrative purposes only and does not reflect actual ratings.

High
Benefit

Low
Benefit

Low
Risk

High
Risk

Figure 5: The Risk-Benefit Matrix, a 2x2 matrix with risk
on the x-axis and benefit on the y-axis. The top-left quad-
rant marks the most desirable concepts, the bottom-right the
least.

The facilitator plays a central role in managing the workshop, us-
ing the TeamResponse Overview to guide cross-domain discussions.
They prioritize aspects with the most disagreements, encouraging
dialogue to surface diverse perspectives and foster shared under-
standing. During team discussions, participants collaboratively map
the concepts onto the Risk-Benefit Matrix (section 5.2.4), identify-
ing high-benefit and low-risk concepts. This process is repeated
for manageable subsets of concepts to maintain focus and ensure
efficiency.

5.3 Reflection
Design Experiment 2 opened a window into the complexities of
creating an early-stage AI design probe that could help teams sort
and prioritize ideas with both confidence and care. Through this
journey, we uncovered insights that shaped not only the probe itself
but also the way we think about responsible innovation.

5.3.1 Clarity in Concept Definition. Early ideation thrives on cre-
ativity and abstraction, where ideas are fluid, bold, and unbound
by constraints. Yet, when it came time to evaluate those ideas, par-
ticipants struggled with vagueness. They needed something more
concrete—details about technical dependencies, system actions, or
clear definitions of stakeholders—to make informed decisions. This
revealed a pivotal tension: how do you guide teams from the ex-
pansive freedom of brainstorming to the sharp clarity needed for
meaningful evaluation? The Concept Card emerged as our bridge.
We extensively explored what would be the bare minimum infor-
mation to be able to rate the concept under four concerns.

5.3.2 Integrating Ethical Concerns into Traditional Innovation. As
we developed our probe, we faced a key challenge: how to em-
bed ethics into commercial innovation practice. Research revealed
that practitioners often struggle to integrate ethics, citing reasons
such as lack of guidance or institutional pressures, among oth-
ers [71, 76, 80]. To address this, we wove ethics into the familiar
framework of desirability, feasibility, and viability, making it a nat-
ural part of the evaluation process. This shift transformed ethics
from a distant afterthought into a practical, integral component of
innovation discussions, fostering more responsible and balanced
decision-making.

5.3.3 The Power of Facilitation. Early pilot tests showed how criti-
cal the facilitator was in managing the interdisciplinary discussion.
Without structure, discussions drifted, and participants spent far
too long evaluating a single concept. By refining the facilitation
process, we improved slow workshop progress (1 concept discussed
for 1 hour) into a much more dynamic, collaborative experience.
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Individual Assessment Team Discussion

Concept Card

Individual Rating Sheet

Team Response Overview

Risk-Benefit
Matrix

Workflow

Artifacts

Figure 6: Visualized workflow of our probe. The top row illustrates the structure, beginning with individual assessments
followed by team discussions on rated concepts. The bottom row highlights the artifacts used at each step.

Skilled facilitators managed time effectively, keeping discussions fo-
cused while allowing room for debate. Our experience mirrors prior
work that promotes the role of designers working as facilitators
during the ideation of AI concepts [91, 101].

6 Design Experiment 3: Probe Study
For DE3, we executed a probe study using the materials created in
DE2. We wanted to explore resistance to and acceptance of a more
formal assessment and selection process as well as the integration
of RAI into what was meant to feel like a commercial development
activity. We designed DE3 to help practitioners critically reflect on
their future and present practices.

6.1 Study Design
We recruited 15 AI innovation professionals using email, LinkedIn,
and Slack. We divided participants into four interdisciplinary teams,
with 3 to 4 on each team. During the study, participants individually
rated and collectively sorted 6 early-stage AI concepts while we
observed and took notes. Afterward, we interviewed them to gather
insights about their experiences and how the process differed from
their existing practices. The study design was submitted to and
approved by our university’s Institutional Review Board (IRB).
Participants. We required all participants to be 18 years of age
or older, and to live and work in the US. Recruitment focused on
people with prior or current experience in AI innovation. We only
accepted people with at least two years of experience innovating
with AI. Recruitment materials described the study as an opportu-
nity to try a tool for early-stage AI concept assessment, with a focus
on selecting high-benefit, low-risk ideas. The recruitment materials

Table 2: List of participants who attended the probe study in
DE 3.

ID Team Yrs of Professional
Experience Role

P1 1 6-10 yrs UX Engineer
P2 1 2-5 yrs UX Designer
P3 1 21-30 yrs UX Designer
P4 1 16-20 yrs Product Manager
P5 2 11-15 yrs Instructional Designer
P6 2 11-15 yrs Data Scientist
P7 2 31 yrs and above Data Scientist
P8 2 2-5 yrs Software Engineer
P9 3 2-5 yrs UX Designer
P10 3 6-10 yrs UX Designer
P11 3 2-5 yrs UX Designer
P12 3 6-10 yrs Business Strategist
P13 4 6-10 yrs Learning Engineer
P14 4 6-10 yrs UX Designer
P15 4 11-15 yrs Business Strategist

did not frame the study in terms of ethics or Responsible AI. Par-
ticipants came from diverse professional backgrounds, including
design, data science, engineering, business strategy, and product
management (see Table 2 for details). Each received a $30 gift card
as compensation. All participants provided informed consent and
signed consent forms prior to participation.
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Table 3: A list of concepts prepared prior to the workshop, with brief descriptions. Full details in the Concept Card format are
provided in Appendix A.

# Title Description

1 Teacher Evaluation
System

AI system that reviews and evaluates teachers’ performance through
(i) automated classroom observations, (ii) student test scores, (iii) student
evaluations, and (iv) assessment of teacher’s commitment to the school community.

2 AI-Driven Career
Counseling

A career advisory service that uses AI to analyze a student’s skills,
interests, and job market trends to suggest suitable career paths and
necessary courses or skills development. It takes a special account of
future workforce forecasts.

3 LLM-Based
Programming TA

LLM-powered programming assistant in “Introduction to Programming”
courses that respond to students’ conceptual questions about coding,
without revealing direct code solutions. It is expected to provide ongoing
and immediate support to students struggling with coding assignments,
just like a TA during office hours.

4
Test Scoring for Essays &
Open-Ended Questions
for High School Students

An AI system that automates the grading of essays and provides the
reason/rubric behind the grades and open-ended questions for high school
assignments and exams.

5 AI Proctor in Classrooms

During exams in the physical classroom, assess each student’s behavior
by tracking their facial expressions, eye gaze, posture, and lip movement
in real-time and abnormal sounds in the room to flag the possibility of
cheating to the proctor. The video footage will be stored and accessible to
teachers for further review to determine if cheating occurred.

6 AI-Powered Storyteller

An AI-driven application where middle-school kids can generate their own
stories, read them, and share them with classmates and friends. The tool
will read the story aloud and also generate illustrations for the stories. The
stories will be stored in the system to allow users to continually update them.

Table 4: Workshop timetable that specifies the activities, time, and artifacts used in each step.

Activity Artifact Duration Description

Introduction - 20 min
Participants introduce themselves and build rapport
with their team. The facilitator outlines the workshop
goals and activities.

1st iteration -
Individual Individual Rating Sheet 15 min Participants individually rate three concepts using

the individual rating sheet.
1st iteration -
Team

Risk-Benefit Matrix,
Team Response Overview 10 min The team collaboratively places each concept on

the Risk-Benefit Matrix, guided by the facilitator.
2nd iteration -
Individual Individual Rating Sheet 15 min Repeat the 1st iteration process

2nd iteration -
Team

Risk-Benefit Matrix,
Team Response Overview 10 min Repeat the 1st iteration process

Post-workshop
Interview - 20 min The facilitator asks participants reflective questions

about their experience.

Concepts.We prepared 6 AI concepts in the domain of education
using our Concept Card structure. We selected concepts that show-
case a range of benefits and risks, drawing inspiration from existing
academic and industry examples, such as the AIAAC incident data-
base for high-risk concepts. A summarized overview of the concept
list is presented in Table 3. The full details of the concepts are
provided in Appendix A.

Workshop.We ran the 90-minute workshops over Zoom. One re-
searcher facilitated the sessions, while at least one other observed
and took notes. The workshop structure was consistent across
all teams (see Table 4 for the schedule). As a warm-up, we used
a hypothetical scenario and asked participants to roleplay being
coworkers at a fictional educational technology company. We pro-
vided an overview of the fictional company’s profile (see Figure 7)
to help establish context.
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Figure 7: Fictional company profile that was shown to participants.

Post-Workshop Interview. We reserved the final 20 minutes of
each session for a semi-structured, group-based interview con-
ducted with all participants immediately following the design ac-
tivity. These focus group-style discussions explored participants’
overall experience with assessing and selecting a concept, and how
this process compared to their current practices. We also invited
suggestions for improving this stage of AI innovation.
Data Collection & Analysis.We recorded and transcribed each
workshop, and collected all artifacts, including individual rating
sheets and the collective Risk-Benefit matrices. For analysis, three
researchers conducted affinity diagramming across transcripts, ar-
tifacts, and session notes to identify key themes and gain insights
into how the design activities shaped participants’ reflections and
outcomes.

6.2 Findings
All participants seemed eager to collaborate and to share their
views. We found the team discussions to be dynamic and engaging.
Disagreements about the risks and benefits were common; however,
all teams consistently reached a consensus. As shown in Figure 8,
all teams placed Concepts #1 and #5 in the high-risk, low-benefit
quadrant. (Note that although we developed our overall set of con-
cepts to span a spectrum of risks and benefits, we did not have
a specific ordering in mind.) They generally placed Concepts #2
and #3 in the low-risk, high-benefit quadrant. This provides some
preliminary evidence that a more formal approach to assessing AI
concepts can lead to consistent results across different teams.

6.2.1 Acceptance of RAI in Concept Selection. Participants uni-
formly recognized RAI issues. The process allowed them to tie their
RAI concerns to commercial goals and better justify why they con-
sidered an AI concept to be high-risk or low-benefit. Far from being
an afterthought, ethical concerns sometimes became the center
of the discussion. For example, Concept #1 (Teacher Evaluation)
was rated high-risk by all four teams. They questioned its desirabil-
ity, citing likely teacher opposition. They questioned its feasibility,

noting potential harmful biases and a likely failure to meet perfor-
mance standards. They also questioned its viability, arguing that
the operational costs would surpass the benefits. While participants
expected that the concept might offer medium to high-benefits to
administrators (i.e. payer), all agreed it posed too great a risk to
teachers, who were neither the end-users nor the payers. This led
to an explicit and deliberate decision by participants to prioritize
the ethical concerns for teachers, concluding that the ethical risks
to impacted stakeholders far outweighed the potential financial
benefits.

Ethical risks prompted rich, multidimensional discussions that
considered intersections between technical feasibility, user accep-
tance, ethical considerations, and financial viability. Discussing
one dimension (e.g., technical feasibility) almost always prompted
realizations in other dimensions (e.g., user acceptance or ethical
considerations). For example, when evaluating Concept #5 (AI Proc-
tor), participants noted that collecting bio-privacy data to detect
cheating behavior was unethical, technically infeasible, and likely
expensive. While some participants recognized the potential high
benefit of the system due to its scalability and human-in-the-loop
design—which flags student behavior rather than imposing direct
penalties—many raised concerns about its operation in a morally
ambiguous area, such as defining what constitutes cheating. They
highlighted the technical challenges in reliably detecting cheating,
the difficulties in accurately labeling data affected by factors like
‘nervousness,’ which can vary significantly due to a student’s cul-
tural background. Moreover, they stressed the high costs associated
with errors in mislabeling students, which could severely damage
the relationships between students and teachers, as well as between
students and the school.

The Risk-Benefit Matrix facilitated nuanced discussions, empha-
sizing that the realization of potential benefits was contingent upon
addressing identified risks. For example, in the case of Concept #2
(Career Counseling), although it was positively assessed by all four
teams, participants raised concerns about potential biases in job
recommendations based on gender, race, and socioeconomic status
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Figure 8: Risk-Benefit analysis of AI concepts across Teams 1–4. While all teams rated Concepts 1 and 5 as high-risk and
low-benefit (bottom-right), Concepts 2 and 3 were often placed in the low-risk, high-benefit quadrant (top-left), with some
teams placing other concepts there as well.

present in historical data. They underscored that the concept’s high
potential benefits could only be achieved if these significant risks
were effectively mitigated. This nuanced dialogue highlighted the
critical need to resolve these issues before considering the imple-
mentation of the concept.

This approach contrasts with the Impact-Effort matrix, which
generally assumes the system is buildable and focuses primarily on
the effort required for development. We noticed that discussions
using the Risk-Benefit Matrix often involved questioning whether
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the application was even possible to build and examining the prob-
lem statement in a more fundamental manner. For instance, in
discussing Concept #4 (Test Scoring), participants examined how
the system could potentially improve fairness and grading quality
by flagging overlooked rubric components. However, they empha-
sized that such benefits were unrealizable if the potential technical
risk of achieving consistency remained unaddressed.

Participants strongly emphasized the critical importance of con-
sidering policy and regulatory restrictions, such as HIPAA 2 and
GDPR 3, early in the development of AI products. They highlighted
these concerns as “very real” due to the additional costs and feasi-
bility challenges they introduce. This entails making preliminary
plans for data handling and addressing security issues, which they
identified as key factors. Furthermore, they noted that in their prac-
tice, they not only assess the difficulty of building the system but
also strive to quantify the extent of these challenges. They viewed
policy risk as equally important to the four risks our probe explored,
and they seemed almost puzzled that it was not included. Our probe
seems to have effectively prompted participants to bring up these
rich ideas and suggestions on early-stage considerations.

6.2.2 Selection Behavior. We observed that discussions about risks
quickly led to consensus among the team, allowing for swift agree-
ment about where a concept fit on the low to high-risk dimension
of the Risk-Benefit matrix. However, reaching agreement on bene-
fits was more challenging. It often sparked extensive discussions
and careful evaluations of trade-offs among stakeholders. Partici-
pants frequently questioned, “but benefits for whom?” For example,
during the discussion of Concept #3 (Programming TA) there was
significant debate about whether the university’s potential financial
gain justified possibly reducing learning opportunities for students
to be trained as tutors, alongside affecting their income opportuni-
ties. Concept #2 (Career Counseling) sparked debates on whether
the benefits to end-users outweighed those to the universities them-
selves. With Concept #4 (Test Scoring), participants struggled to
assess benefits, recognizing that while teachers would significantly
benefit, they were not the ones financing the service. Participants
noted the need to exercise caution, recognizing that the benefits
valued by school districts might not necessarily align with those
of the teachers, as evidenced by the current system’s failure to
compensate teachers for unpaid grading tasks performed outside
of school hours.

Participants often based initial judgments on the status quowhen
assessing the benefits and risks. However, the team discussion when
using the matrix helped them to more deeply interrogate concepts.
For example, in discussions about Concept #2 (Career Counseling),
some participants expressed skepticism about AI’s effectiveness
in offering career suggestions to students, citing their limited ca-
pabilities. Other participants expressed that current school career
counselors often provide limited insights to students, despite the
evident needs and justified school spending in this area. Some partic-
ipants felt that Concept #2 could provide ‘good enough’ suggestions
and had the potential to reach a broader range of students more
effectively, potentially motivating students to reflect more on their
goals. Similarly, the perceived benefits of Concept #3 (Programming

2The Health Insurance Portability and Accountability Act (HIPAA)
3The General Data Protection Regulation (GDPR)

TA) were diminished by the existence of ChatGPT, as participants
questioned the additional value it could provide to students who
already use ChatGPT to seek help and complete their assignments.

We observed that participants frequently referenced informa-
tion from the Concept Cards as they articulated and voiced their
concerns. For example, in discussions about Concept #1 (Teacher
Evaluation), they highlighted the subjectivity of listed data com-
ponents (i.e., classroom observation, teacher commitment) and the
impossibility of establishing a definitive measure of teacher perfor-
mance, questioning the validity of the outcome itself, which is a key
ethical consideration [46]. Similarly, for Concept #5 (AI Proctor),
participants highlighted the ‘video footage’ data component, ex-
pressing concerns about the financial burden of data collection and
training. Additionally, they raised issues regarding the complexity
and privacy concerns of managing biodata, questioning the value
of such efforts given the minimal benefits. In discussing Concept
#2 (Career Counseling), participants mentioned concerns about the
costs associated with consistently updating the model with rapidly-
changing job market data. They also noted the large volume of data
and the significant effort required to train and fine-tune the model
to ensure accuracy and relevance.

Participants noted that the collective ranking and discussion
activities were critical for evaluating concepts. Collective discus-
sion allowed team members to highlight strengths and weaknesses
together. Observing agreements and disagreements helped partici-
pants better understand different perspectives, often arising from
their disciplinary perspectives. They all seemed open to changing
their minds about issues that are outside of their area of expertise.
For example, many shared how initial uncertainties were resolved
after hearing their teammates articulate their reasoning, prompting
them to adjust their initial assessments.

Participants felt that assessing concepts using individual Rating
Sheets before proceeding to collective discussions gave them clarity
and confidence in forming their opinions. However, they pointed
out that individual ratings would have limited use without con-
trasting them with others’ viewpoints. When assessing the concept
alone, participants recognized they were making numerous judg-
ments and often lacked confidence in these. Through team dialogue,
these assumptions were clarified, leading to a consensus and more
confident judgment about the concept. Additionally, the prompts
from Individual Rating Sheet encouraged critical thinking and step-
ping outside comfort zones, which enhanced their understanding
of the concepts. This preparatory phase ensured that collective
discussions were informed and productive.

Unexpectedly, participants demonstrated a desire to refine and
reframe concepts, rather than simply selecting among the existing
concepts as-is. They often redescribed concepts in ways that in-
creased benefits and lowered risks. For instance, during discussions
about Concept #4 (Test Scoring), one participant suggested chang-
ing the customer and reframing the concept as an AP prep tool to
increase its appeal to payers. Another proposed positioning it as a
teacher companion tool, offering example essays for comparison
rather than direct scoring. In almost all cases, they made changes
to the business aspects, not the technical aspects of the concept.

6.2.3 Reflections on Current Practices. Majority of the participants
shared that they did not participate in deciding what new products
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or services their organization should make. In reflecting on their
practice, most noted that they did participate in decision-making
for incremental improvements to a current application. Participants
from larger organizations also shared that introducing a new prod-
uct or service impacts existing product ecosystems, a risk our probe
did not address. Almost all felt our probe pushed them into doing
work and making decisions outside of their normal responsibilities.
Several participants noted that they participated in design sprints
as part of an Agile development process. They shared that sprints
could lead to a pivot, a change to a new application or a new tar-
get market. This serial process is similar to our probe, but it lacks
the ideation of many possible concepts proceeding assessment and
selection.

The few participants who said they were actively involved in
concept selection (e.g., product managers) talked about following
a structured process by using tools such as RICE (Reach, Impact,
Confidence, and Effort) scoring and Impact-Effort matrices. They
described decision-making on AI innovation within their organiza-
tions as hierarchical. They noted that “final” decisions were often
overridden by board members or investors, who prioritized ambi-
tious, high-risk concepts driven by market trends. They explained
that senior executives and the tech culture often dismissed concerns
about feasibility risks, believing that all technical challenges could
be resolved with sheer effort. These statements align with prior
work suggesting managers and executives overestimate benefits
and underestimate the technical risks associated with AI innova-
tion. This sentiment was shared across all four workshop teams.
Some participants described it as engaging in “watercooler shit talk.”
They shared that they frequently complained and questioned their
colleagues about the real value of the AI concept that they were
working on. Others expressed a feeling that the corporation pushes
for AI merely for the sake of it.

They shared that decision-making varied significantly based on
organization size and their title. Participants from larger organiza-
tions described a top-down approach, where key decisions were
made at senior levels. Smaller organizations employed decision-
making that heavily prioritized technical feasibility and speed. Par-
ticipants from startups, for example, shared that their decisions
were driven by the need to quickly develop a Minimum Viable
Product (MVP), often within just a few days. Concepts that could
not meet short timelines were deprioritized or ignored.

Participants noted differences between their current practices
and the workflow our probe suggested. They described their ap-
proach as more ‘iterative,’ involving building MVPs and pivoting
based on feedback. They noted that in their current practice, they
did not typically examine all risks and benefits simultaneously or
comprehensively. They describe the issues of technical feasibility,
financial viability, user acceptance, and ethical risks as showing up
individually, at different stages of the development process. The fast
pace and earlier commitment to model development is consistent
with previous studies suggesting there might be a lack of ideation in
AI innovation [102, 103]. The lack of rigorous ideation and focused
attention on MVPs and development partially explains why there
are many AI innovation tools and methods for prototyping and
almost nothing for ideation.

6.2.4 Concept Card. When asked what aspects of the probe stood
out as particularly useful, participants unexpectedly highlighted
the Concept Card. Initially, we viewed it as a secondary part of our
probe, assuming it was tangential to the overall process. However,
participants emphasized that its structured template was instru-
mental in providing the necessary information for sound reasoning
about the concepts. Some even expressed interest in adopting the
concept card for their own organizations.

Participants noted that the concept card filled a significant gap
in their current decision-making processes. They particularly liked
how it clarified feasibility by listing relevant data and outlining
what the system could realistically achieve. This level of detail
not only grounded their evaluations, but also ensured that discus-
sions focused on concepts presented with comparable degrees of
specificity.

The differentiation between stakeholders—end-users, payers, and
impacted stakeholders—was also highlighted. Participants found
this helpful for identifying the root causes of a concept’s challenges.
For instance, in discussions about Concept #4 (Test Scoring), partic-
ipants noted it was beneficial for end-users (teachers) but less so for
payers (schools) and impacted stakeholders (students). The clarity
around stakeholders enriched the conversations, enabling teams to
assess benefits and risks with greater precision and insight.

7 Discussion
Our study explored a more structured approach to considering
risks and benefits at the point of project selection. Through three
design experiments, we investigated how RAI considerations could
be integrated into commercial innovation practices at an early
stage and how the process might scaffold teams to avoid pursuing
problematic concepts that could lead to failure. These experiments
highlighted key gaps in current workflows and provided actionable
insights for improving future methods.

Below, we delve into the challenges and opportunities associated
with executing early-stage ideation and selection processes in AI
innovation. We explore the implications of integrating RAI into
commercial frameworks and examine how service design can aid
this integration. Additionally, we reflect on the implications of our
HCI research methods, identify areas for improvement, and propose
open questions for further research.

7.1 Challenges and Opportunities of Ideation in
AI Innovation

Our findings suggest that the AI innovation process might be nega-
tively dominated by top-down management decision-making. Our
participants did not regularly participate in brainstorming new
applications or in the selection of what to make. They only partic-
ipated in the ideation of small, incremental improvements. Their
reactions raise questions. Who is doing ideation? Is anyone doing
the ideation? Is AI innovation driven by one-off ideas from man-
agers? Design and HCI research shows the importance of ideation
to develop more effective and successful products and services [30].
Furthermore, previous studies have shown that people tend to give
higher ratings to a design when presented with a single option
and are more hesitant to criticize it, compared to when they are
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shown multiple concepts simultaneously [87]. Yet we saw little evi-
dence that ideation was happening. Prior HCI suggested a lack of
ideation for AI innovation might be due to the fact that data scien-
tists were not trained to ideate [104]; however, our probe hints that
organizational leaders don’t support innovation teams in ideating.

Our observation that managers might be envisioning and se-
lecting concepts raises additional concerns about a problematic
innovation process. Previous research shows low AI literacy among
executives with only 3% of executives at S&P 500 companies viewed
as AI literate [70]. Prior RAI work raised this concern, noting that
ethical assessments in AI are primarily considered by senior man-
agement [8]. It seems like the people who know the least about
AI’s technical challenges and about how it might create unintended
harm are playing a very large role in determining the best way to
get value from AI’s opportunity. If this really is the current state
of the industry, it begins to explain the tension participants shared
about effectively communicating technical risks to executives with
decision-making power.

Despite being largely excluded from decision-making processes
around what to build, our interdisciplinary teams showed strong
capabilities for doing this work and doing it in a way that tapped
into their collective intelligence. Participants engaged in thoughtful
discussions about risks and benefits, achieving consistency across
teams in promoting and demoting concepts based on benefits and
risks. Their frustrations when talking about their leaders indicate
their desire to participate in ideation and selection. With both the
desire and the skills, the question now becomes one of changing
organizational culture to unleash the benefit of their participation.
Future research should study the implications and potential benefits
of actively including product-facing roles in the decision-making
process. This includes examining current workflows and practices
to identify who is truly driving decision-making and where ideation
originates. By exploring these dynamics, we can move towards a
deeper understanding of AI innovation.

Our research reveals a potential gap in how HCI and UX design
are taught and the needs and processes in the industry. Practitioners
working at Youtube have spoken about the need to differentiate
three types of user-centered innovation, calling these “Versioning,
Visioning, and Venturing” [19, 26, 62]. Versioning involves small,
incremental improvements to a current product. Visioning focuses
on creating a new product or major new feature and has a time
scale running to three years. Our probe of assessing and selecting
concepts fit visioning, not the versioning activities our participants
were familiar with. We don’t see this distinction of three types of
innovation as particularly new. Versioning, venturing, and visioning
seem like an almost perfect mapping to McKinsey’s “three horizons
framework” [11, 74]. Interestingly, in HCI research and education,
we seem to talk about innovation and create methods for doing HCI
practice as if these three different types of making did not exist. We
sort of teach a single approach to user-centered design, ignoring
that the scale of the innovation under consideration matters. It
might be time to advance our own research and curriculums to
better fit what seem to be very real distinctions being used in
practice.

7.2 Supporting Early-Stage RAI Practices in
Industry

In response to the high failure rates of AI projects, several technol-
ogy and consulting firms have started using centralized AI gover-
nance teams as one way of addressing risks [4, 45, 52, 58]. These
teams (e.g., PwC AI Factory [58]) are generally staffed with AI
practitioners and domain experts who decide which AI concepts
the company should pursue. They are tasked with identifying and
assessing AI use cases, staffing AI projects, adopting RAI practices,
ensuring compliance with regulation, and supporting the develop-
ment and deployment processes; thereby creating a one-stop-shop
for the governance of AI products and services.

These innovation teams suggest adopting RAI practices from
the start, however, research in RAI shows that there is insufficient
support in operationalizing RAI principles in practice [44, 49, 60, 76].
RAI tools have supported innovation practice in various ways (e.g.,
data andmodel documentation [25, 34, 66], detecting andmitigation
bias [9, 41], etc.) but there is a misalignment. RAI work has often
framed ethical risks as standalone considerations that must be
addressed on top of the practitioners’ usual tasks. Consequently,
ethical concerns are often sidestepped or deprioritized due to tight
project timelines and organizational pressures [76].

In practice, innovation teams must assess multiple AI concepts
together and scaffold this assessmentwithin commercial goals. Prior
RAI research suggests that ethical concerns often surface informally
and are vulnerable to project constraints [76]. Yet, our findings
reveal three key insights for RAI – 1) ethical risks are intertwined
with commercial goals and impact the desirability, feasibility, and
viability of AI concepts, and 2) embedding ethical considerations
into commercial criteria can prompt more nuanced discussions and
holistic evaluations. Far from being sidelined, ethical risks often
took precedence during discussions, with some concepts being
rejected primarily due to their ethical implications, 3) assessing
multiple concepts together allowed the practitioners to identify
high-risk AI concepts as well as lower-risk AI concepts that could
be refined further.

This suggests that structured tools can elevate ethical consid-
erations to a central role in decision-making without displacing
other business priorities. This integrated approach can help inno-
vation teams discover critical flaws before resources are invested,
systematically avoid early missteps, and prioritize higher-value and
lower-risk concepts.

7.3 Centering Responsible AI Work in Service
Design

Our approach embraces more of a service design as opposed to
a UX design perspective. We look at both the financial aspects
and the larger ecology of stakeholders involved and impacted by
the AI system [82]. We grounded our tools in service design to
emphasize a holistic view of the entire service ecosystem, including
stakeholders, organizational resources, and processes.

Prior work in RAI shows how ethical concerns are often over-
shadowed by commercial goals [44, 76]. However, by focusing on
the broader ecosystem that will be impacted by an AI concept, we
wove ethical questions directly into business-focused discussions,
allowing participants to see ethical concerns as a complimentary
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priority and not a competing one. For example, Concept #1 (Teacher
Evaluation), even though financially appealing, was deemed too
risky due to potential harm to educators. This more holistic fram-
ing shows how balancing commercial and ethical factors from the
beginning can foster more nuanced conversations and inform re-
sponsible decisions.

The concept card explicitly maps out payers, end-users, and
impacted stakeholders, a core service design principle that asks de-
signers to differentiate between different user groups and consider
each group’s unique needs, risks, and benefits. This breakdown ap-
peared to have a huge impact on participants’ ability to understand
a concept, compare it with other concepts, and reason about its risks
and benefits. Discussing varying benefits and risks based on dif-
ferent stakeholders almost felt natural for them. We observed that
deliberately listing it out for the assessment process helped facilitate
and make this process of negotiating trade-offs more transparent.
The key sticking point revolved around who should be receiving
the most benefits and how this might make a concept better or
worse.

Iterative learning and a co-creative environment are central to
a service design process. Our participants shared their expertise
when comparing AI concepts side-by-side and identified shared
challenges and risks. This ability to compare multiple concepts
simultaneously fostered richer discussions and subsequently led to
the participants’ seeking to refine AI concepts to lower their risk.
Participants proposed actionable refinements to weaker concepts,
such as repositioning the Test Scoring tool to better serve teachers
rather than automating grading. Comparative evaluation, supported
by tools like the Risk-Benefit Matrix, can encourage more nuanced
decision-making and creative problem-solving.

By focusing on the broader AI ecosystem and not just technical
factors, our probe materials collectively functioned as a bound-
ary object, facilitating effective cross-disciplinary collaboration.
Participants from diverse roles—data scientists, designers, and do-
main experts—were able to contribute effectively to discussions
by identifying ethical risks that others might have missed. These
tools ensured that all voices were heard and helped bridge gaps in
knowledge and expertise.

HCI does not hold a strong concern for the financial aspects of
innovation. Most methods attend to user needs, not to the finan-
cial needs of service providers. HCI research rarely explores the
financial aspects of design concepts, which are critical to a prod-
uct or service’s commercial success. Our paper contributes to HCI
research by integrating this perspective, offering a more holistic
view of the potential impact a design concept can have on society.
Our integrations of financial, technical, user acceptance, and ethical
considerations offer some evidence that HCI, RAI, and business
considerations and priorities can effectively be brought together.

7.4 Lessons from Piloting with Students vs.
Professionals

We conducted pilot tests, largely with students, and then ran probe
sessions with professionals. Their strikingly different behaviors,
concerns, and reactions raise issues with respect to how our re-
search community will often use students as a proxy for profes-
sionals. While students provided valuable perspectives, they often

struggled with unfamiliar workflows and hesitated to confidently
share clear opinions. Their assessments were often very slow, and
we had concerns that professionals would not be able to quickly
assess the concepts. In contrast, the professional teams adopted
the probe with ease, leveraging their industry experience to eval-
uate concepts quickly and effectively while considering market
and organizational factors. This contrast highlighted the critical
importance of seeking feedback from real-world audiences—such
as AI innovation teams—for generating meaningful and actionable
insights in HCI studies.

7.5 Limitations
One limitation of our study is that participants evaluated concepts
they had not envisioned. We realize that sorting behavior may differ
when participants evaluate concepts they have ideated themselves.
We made this choice due to time constraints and the challenge of
recruiting enough professional AI innovators who all work in the
same domain. Future research should explore how self-generated
concepts may affect sorting outcomes and team dynamics. Further-
more, our study involved ad-hoc teams with no prior rapport, and
who had little if any expertise in educational technology. While
participants quickly adapted to the process and showed little strug-
gle in evaluating the AI concepts, future studies should examine
how the probe may perform within established teams in real orga-
nizational settings, where shared histories and domain expertise
may influence results. Additionally, as noted in the Discussion,
our probe focused on visioning-scale concepts; had we used more
versioning-oriented concepts with smaller variances, participants’
engagement with the tool might have differed. Finally, the probe
was designed for use within a single organization, but its applica-
bility to multi-stakeholder collaborations or cross-organizational
projects remains untested. Future work should investigate how the
tool can be scaled or adapted for broader, more complex contexts.

8 Conclusion
This paper addresses a critical challenge in early-stage AI innova-
tion: how to effectively ideate, sort, and select AI concepts while
integrating RAI considerations into the process. By designing and
deploying a probe, we demonstrated how interdisciplinary teams
can navigate complex trade-offs, integrating RAI considerations
seamlessly with technical, financial, and user-acceptance factors.
Our findings suggest that we might have an overly top-down in-
novation process, coupled with a lack of thorough ideation that
restricts full exploration of potential solution space. This work
bridges the gap between RAI principles and real-world practice,
offers the HCI and design community an empirical insight for em-
bedding RAI concerns into AI systems, and suggests a mechanism
for participation from a broader number of stakeholders on a team.
By advancing our understanding of early-stage AI innovation prac-
tices, we position design as a driving force in developing AI systems
that are more beneficial and less risky in terms of financial, techni-
cal, user acceptance, and ethical considerations.
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A Study Material: 6 AI Concepts

A.1 Concept 1: Teacher Evaluation System
• Description: AI system that reviews and evaluates teachers’
performance through (i) automated classroom observations,
(ii) student test scores, (iii) student evaluations, and (iv) as-
sessment of teacher’s commitment to school community.

• Stakeholder (Who are the...)
– Payer: School District (K-12 & College)
– End-User: School administrators
– Servicing Party: EduTech Company (EduNova)
– Impacted Stakeholder: Teachers

• System description (What should the system...)
– Do/Act: Present a report with grades of teacher perfor-
mance in different categories (classroom instruction, stu-
dent achievement, commitment to community)

– Infer/Reason: Streamline and standardize the teacher
evaluation process and help school districts make neces-
sary cuts by laying off under-performing teachers.

• Datasets (What do we know?)
– Data 1: Classroom Footage (Collected through newly in-
stalled cameras in classrooms to gauge student engage-
ment)

– Data 2: Student test scores and student evaluations
– Data 3: Teacher’s "Commitment to the Community" Score

A.2 Concept 2: AI-Driven Career Counselling
• Description: A career advisory service that uses AI to an-
alyze a student’s skills, interests, and job market trends to
suggest suitable career paths and necessary courses or skills
development. It takes a special account of future workforce
forecasts.

• Stakeholder (Who are the...)
– Payer: Highschool Parents, College Students
– End-User: High School and College Students
– Servicing Party: EduTech Company (EduNova)
– Impacted Stakeholder: Students

• System description (What should the system...)
– Do/Act: Present a list of potential career paths using stu-
dent academic records, extra-curricular activities, and in-
terests and explain why the jobs were recommended to
students.

– Infer/Reason: From the datasets, find a good careermatch
for the student.

• Datasets (What do we know?)
– Data 1: Job Market Data (current job listings and descrip-
tions, previous job market trends and tendencies, industry
trends and future job market predictions).

– Data 2: Educational Data (Course catalogs from various
educational institutions)

– Data 3: Student Data. (1) Academic records and transcripts.
(2) Extracurricular activities and achievements. (3) Person-
ality assessments and career interest surveys.

– Data 4: Alumni Data. (Career paths of graduates from
different programs)

A.3 Concept 3: LLM-based Programming TA
• Description: LLM-powered programming assistant in "In-
troduction to Programming" courses that respond to stu-
dents’ conceptual questions about coding, without revealing
direct code solutions. It is expected to provide ongoing and
immediate support to students struggling with coding as-
signments, just like a TA during office hours.

• Stakeholder (Who are the...)
– Payer: Universities
– End-User: College students in "Introduction to Program-
ming" course

– Servicing Party: EduTech Company (EduNova)
• System description (What should the system...)
– Do/Act: Generate conversational answers to students’
technical questions

– Infer/Reason: Understand students’ questions and gen-
erate conversational replies without revealing direct code
solutions. It tells students when you have arrived at the
correct answer.

• Datasets (What do we know?)
– Data 1: Few-Shot Learning Examples. (Current job listings
and descriptions, Industry trends and future job market
predictions)

– Data 2: Programming Language Document (i.e., Python,
javascript, etc)

– Data 3: Code Execution Traces. (Data on how code is
executed, including variable values, function calls, and
control flow.)

A.4 Concept 4: Test Scoring for & Open-ended
Essay Questions for High School Students

• Description: An AI system that automates the grading of
essays and provides the reason/rubric behind the grades
and open-ended questions for highschool assignments and
exams.

• Stakeholder (Who are the...)
– Payer: School District (High School)
– End-User: Teachers
– Servicing Party: EduTech Company (EduNova)

• System description (What should the system...)
– Do/Act: Grade the quality of student responses and pro-
vide percentage points.

– Infer/Reason: Compare student answers to the right /
"high-quality" answers.

• Datasets (What do we know?)
– Data 1: Sample Answers and Essays (Annotated datasets
of sample answers for open-ended questions, including
different levels of quality and correctness.)

– Data 2: Scoring Rubrics (Rubrics and guidelines for grad-
ing open-ended questions and essays, specifying criteria
for different levels of performance.)

A.5 Concept 5: AI Proctor in Classrooms
• Description:During exams in the physical classroom, assess
each student’s behavior by tracking their facial expressions,
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eye gaze, posture, and lip movement in real-time and abnor-
mal sounds in the room to flag the possibility of cheating
to the proctor. The video footage will be stored and accessi-
ble to teachers for further review to determine if cheating
occurred.

• Stakeholder (Who are the...)
– Payer: School District (K-12 & College)
– End-User: High School and College Students
– Servicing Party: EduTech Company (EduNova)
– Impacted Stakeholder: Students

• System description (What should the system...)
– Do/Act: Flag suspicious cheating behavior by analyzing
each students’ behavior

– Infer/Reason: Identify suspicious cheating behavior by
analyzing real-time video and audio (i.e., eye gaze, facial
expressions, posture, movement of lips, abnormal sounds
in the room).

• Datasets (What do we know?)
– Data 1: Video Footage of Exams (Large amounts of labeled
video footage from classroom exams showing both typical
and suspicious behaviors).

– Data 2: Facial Expressions (Dataset of various facial ex-
pressions and head movements during exams, labeled as
normal or suspicious).

– Data 3: Body Language (Annotated data of different body
postures andmovements, such as turning their heads often,
which might indicate cheating).

– Data 4: Audio Recordings of Exams (Labeled audio data
from exam settings, identifying normal sounds (e.g., rustling
of papers) and suspicious sounds (e.g., whispering)).

A.6 Concept 6: AI-Powered Storyteller
• Description:AnAI-driven application where middle-school
kids can generate their own stories, read them, and share
them with classmates and friends. The tool will read the
story aloud and also generate illustrations for the stories.
The stories will be stored in the system to allow users to
continually update them.

• Stakeholder (Who are the...)
– Payer: School District (Middle School)
– End-User: Middle School Students
– Servicing Party: EduTech Company (EduNova)

• System description (What should the system...)
– Do/Act: Generate young adult (middle school level) sto-
ries. ; Generate illustrations for stories. ; Read these stories
in different voices.

– Infer/Reason: Generate stories based on characters and
plots provided by students. Update the story based on new
information (e.g., plot twists).

• Datasets (What do we know?)
– Data 1: Young-Adult(middle school) Story to fine-tune
LLM (A large dataset of stories, including fairy tales, fables,
and modern literature, to fine-tune an LLM like GPT-3).

– Data 2: Story Templates (Datasets of various story tem-
plates and outlines that can serve as the foundation for
story generation).

– Data 3:Vocabulary Lists (Age-appropriate vocabulary lists
to ensure the generated stories are suitable for the target
audience).

– Data 4: Voice Data (Audio recordings of stories being read
aloud, including different voices and intonations, to train
text-to-speech models).
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