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Abstract

The rapid adoption of Generative AI (GenAI) in our society and

everyday life demonstrates the need for greater AI literacy of its

potential biases and harms. Although there have been attempts to

bring AI literacy to children, commonly via game-based learning,

there is still a lack of instruction that aims to encourage a more

nuanced understanding of the utility and harm of GenAI systems

to a broader audience. To address the gap, we developed the educa-

tional game ImaginAItion, inspired by existing popular party game

mechanisms such as Telestrations and Caution Signs. In particular,

our game targets adults who do not have a deep understanding of

GenAI. Leveraging persuasive strategies grounded in psychological

theories, we seek to encourage deeper reflection on players’ GenAI

prompting behaviors and their understanding of its capabilities and

limitations.

CCS Concepts

• Human-centered computing → Interactive systems and

tools; •Applied computing→Computer-assisted instruction;

• Computing methodologies→ Natural language generation.
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1 Introduction

As Generative AI (GenAI) becomes increasingly integrated into

diverse domains — from creative content generation to everyday

decision support — there is a growing need to ensure that users

not only learn how to operate GenAI but also develop a nuanced

understanding of their capabilities and limitations [19, 22]. Specif-

ically, the ability to critically evaluate GenAI outputs, recognize

inherent biases and potential harms in GenAI, and form accurate

mental models of how outputs are generated has emerged as a key

component of AI literacy [9, 10, 27, 31].

While there is a growing body of HCI research aimed at helping

adult learners understand complex AI algorithms [6, 18, 35, 37, 45]

and a growing recognition of the importance of developing AI lit-

eracy for adult learners [11, 24], the field of GenAI literacy-related

education for adult novices who do not have a deep understanding

of GenAI remains in its early stages [2, 25, 28]. This highlights

an urgent need for innovative educational methodologies to ad-

dress these gaps and better support adult learners in navigating the

complexities of GenAI systems [25, 28].

Game-based learning is popular in AI literacy interventions for

children [2, 7], as games have the potential to provide scenarios that

encourage experimentation, reflection, and engagement [26, 30, 43].

Beyond teaching procedural skills (e.g., crafting prompts), games

may also foster critical awareness of biases and limitations inherent

in GenAI, offering a more in-depth learning experience. However,

limited work is focused on game-based learning approaches for

adults to promote GenAI literacy, especially in recognizing biases

and understanding the impacts of GenAI (details in Section 2).

In this work, we introduce ImaginAItion, a game-based inter-

vention designed to help adult novices engage more deeply and

criticallywith GenAI.
1
Weposition ImaginAItion as an exploratory

1
In ImaginAItion, we instantiate "GenAI" with text-to-image GenAIs like DALL-E.

More possibilities are discussed in Section 4.3.
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environment where participants can develop GenAI literacy by in-

teracting with generative models, iteratively refining their prompts,

and reflecting on the nature of AI-generated content. Central to

this inquiry are two research questions:

RQ.1 Perceptions and Behaviors with GenAI: How do adult

novices understand bias in GenAI, perceive GenAI capacities,

and prompt GenAI?

RQ.2 GenAI Literacy Learning: Can ImaginAItion teach GenAI

literacy to adult novices, and specifically, help them develop

more accurate GenAI bias awareness and mental model and

successfully and efficiently produce and improve prompts?

We iteratively design the ImaginAItion game
2
(Section 3) with

detailed learning objectives (Section 3.2) and plan to conduct an em-

pirical study (Section 4). We aim to explore how playfully structured

interactions with GenAI might support critical thinking, influence

prompt engineering skills, and ultimately foster more informed and

responsible relationships with GenAI among adult novices.

2 Related Works

2.1 AI and GenAI Literacy and Instruction

AI literacy refers to the ability to understand how AI operates,

effectively utilize it, and critically evaluate the outputs of AI systems

[27]. With the rise of GenAI tools such as ChatGPT and DALL-E, it

is essential to cultivate GenAI literacy. Adults frequently encounter

GenAI systems in both personal and professional contexts, making

them particularly vulnerable to issues such as overreliance and

misuse [11, 24]. However, research on GenAI literacy instructions,

especially for adult novices, remains in its early stages [2, 25, 29].

Existing approaches to AI literacy education have predominantly

focused on younger audiences, especially K-12 students [2, 7]. Al-

though these initiatives are valuable for introducing foundational

AI principles, they may fail to address the unique learning needs of

adults who interact with AI in more complex and nuanced ways

[25]. Methods such as workshops, tutoring systems, and games

have shown promise in introducing foundational concepts of AI lit-

eracy [6, 7, 12]. However, current approaches often cover a limited

range of topics, such as bias in training data or AI mechanisms visu-

alizations [18, 35, 37, 45], or require substantial time and resources,

making them less accessible to broader audiences. Additionally,

GenAI literacy instruction would need to extend on traditional AI

literacy instruction and address unique aspects of Gen AI, including

understanding prompt engineering mechanisms, limitations, and

inherent biases in GenAI [1, 3, 4, 17].

To address these gaps, we introduce the ImaginAItion game, a

lightweight and engaging approach to GenAI literacy education that

targets adult novices while addressing a broader range of learning

objectives (see Section 3.2). We aim to design a time-efficient and

scalable game, providing a more comprehensive GenAI literacy

experience to users.

2.2 AI Literacy Game and Game-based Learning

An increasing body of research highlights the potential of games as

effective tools to improve AI literacy [12, 13, 32, 47, 48]. For exam-

ple, Zammit et al. [48] introduced TreasureIsland, which gamifies

2
Here is our interactive Figma prototype.

eBooks to improve AI literacy by effectively boosting students’ mo-

tivation, self-efficacy, and understanding of AI concepts. Existing

research shows that games have the potential to provide scenarios

that encourage experimentation, reflection, and engagement, mak-

ing them an effective environment for exploring the limitations

and biases of AI systems [26, 30, 43]. Previous research has also

emphasized that play serves as a valuable context for exploring

and evolving users’ mental models of AI systems [41, 42], and has

suggested that games can help players critically understand the

weaknesses of AI systems [40].

Furthermore, games utilize psychological theories and persuasive

strategies to achieve their learning goals. For example, Kaufman

et al. [21] adopted embedded design methods [20] like obfuscation

and intermixing to make players more receptive to potentially

threatening content like cross-gender role plays, and Tikka et al.

[39] encourage more deliberate reflection and foster healthy eating

behavioral change in players using dual-process theory [14].

We believe that beyond exposing users to procedural skills like

crafting prompts, games can foster a critical understanding of the

biases and limitations embedded in GenAI, offering learners a more

comprehensive and immersive educational experience for crucial

GenAI literacy skills. However, no existing games explicitly aim to

enhance literacy in GenAI. Pictionary-based games can engage a

wide range of people as popular party games [8]. These games can

also demonstrate AI capabilities and limitations, such as Google’s

Quick, Draw!, which has a machine learning model that guesses

human drawings [16]. The multiplayer varieties, such as Telestra-

tions [33] and Caution Signs [34], show the potential to promote

reflective practices, as they usually have a scoring and discussion

session after each round. However, these popular games have yet

to be explicitly adapted as tools to improve GenAI literacy.

Building on these insights, we restructured the mechanics of

Pictionary-inspired party games to create ImaginAItion, in which

players prompt GenAI to generate images and observe potentially

biased outputs during gameplay (Section 3.1). We carefully designed

ImaginAItion grounded in persuasive theories and our learning

goals, aiming to both understand and improve adult novices’ GenAI

literacy skills during gameplay.

3 The Design of ImaginAItion

We conducted multiple iterations of prototyping for ImaginAItion

to collect feedback and ensure that our game mechanics and in-

terface (Section 3.1) are usable and engaging. We first defined our

target audience and potential learning goals and developed multiple

game concepts with internal playtesting. We designed low-fidelity

prototypes combining multiple modalities, including paper, exist-

ing physical games (Telestrations [33], Caution Signs [34], and

Pictionary [8]), and digital GenAI apps like Meta AI. We adopted

embedded design [15] and dual-process theory [14] to best achieve

practical learning goals and create an engaging game experience

for players (Section 3.2). We also iterated on game mechanisms via

external playtesting (Section 3.3).

3.1 Game Overview

ImaginAItion
2
is a web-based multiplayer game in which three

or more players alternate turns creating image prompts, drawing

https://www.figma.com/proto/5MKP145WU5Cca0Y8ecfeb3/MAJIC-ImaginAItion-Prototype?node-id=109-1493&t=eQ79AfvpEXCtTfxz-1&starting-point-node-id=109%3A1493
https://www.meta.ai/
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(a) Prompting turn. All players are presentedwith a set of six adjectives

to select from. Players as prompters choose two adjectives to associate

with the given nouns, and intentionally make it hard for the drawers

to generate.

(b) Drawing turn. All players receive the prompt from the prompter

and use GenAI to make images that describe the prompt. Players as

drawers iterate using a chat interface and select an image to pass to

the guessers by clicking on it.

(c) Guessing turn. All players as guessers can choose two adjectives

out of the six presented that best describe the given image. This is the

same adjective set that the prompter originally received.

(d) Scoring and Reflection. The prompter receives one point per ad-

jective not identified by the guesser (e.g., "skinny"). The drawer and

guesser receive one point per correct adjective (e.g., "muscular"). Play-

ers discuss strategies with a starter reflection question.

Figure 1: An example sequence in a round of ImaginAItion gameplay.

with GenAI tools, or guessing the image prompt to encourage

greater GenAI literacy. As discussed in Section 2.2, we designed

ImaginAItion as a game to enable users to effectively reflect on

GenAI biases without explicit instruction and to make the subject

matter more approachable. Players are assigned to one of three

teams, and the team with the most points accumulated during all

rounds wins the game. Each round consists of three sequences

(one per team): prompting, drawing, and guessing, followed by the

scoring and reflection for the round. One complete sequence is

illustrated below with Figure 1:

(1) Prompting Turn (Figure 1a; 40 seconds): For the first turn,

the team is tasked with selecting two adjectives from a set of six

and pairing them with two predefined nouns for the round. Each

team sees a different set of six adjectives, but all three teams share

the two nouns in a round. We design rounds that include words

that can reveal biases in GenAI [44, 49] with nouns like “man”

and “woman” and adjectives such as “skinny” and “muscular”.
3

The prompter’s goal is to create a challenging image prompt for

the drawer to generate and the guesser to guess correctly.

(2) Drawing Turn (Figure 1b; 60 seconds, excluding image gener-

ation time): For the second turn, the player receives the selected

3
A prompt such as “skinny man and muscular woman” has been hard to generate with

current GenAI, as it reveals rooted bias in body type [44, 49]. We also mix bias-inducing

prompts with off-topic playful prompts such as “lazy horse and innovative billionaire”

(elaborated in Section 3.2).
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prompt from the prompter and is tasked with generating an

image that best depicts the adjective and noun pairings. Using

GenAI, drawers are encouraged to iteratively refine the image

prompt to generate an image that clearly aligns with the adjec-

tives and select one image to pass to the next player, the guesser.

The drawer’s goal is to generate an accurate image so that the

guesser can guess the adjective and noun pairing prompt cor-

rectly.

(3) Guessing Turn (Figure 1c; 20 seconds): For the third turn,

the player evaluates the image passed to them from the drawer

and is tasked to guess the original image prompt from a set of

six provided adjectives (same as what the prompter saw). The

guesser’s goal is to select the two adjectives that best describe

the given image.

(4) Scoring and Reflection (Figure 1d; untimed): Scoring oc-

curs when a round is completed, with two possible points in

each prompt→ draw→ guess turn sequence. The prompter is

awarded points for adjectives that were incorrectly guessed, as

their objective was to make it difficult for the drawer to generate.

The drawer and the guesser are awarded points for adjectives

that the guesser correctly identified. All players review the three

sequences along with the scores and discuss strategies and obser-

vations, using provided reflection questions as a starting point.

3.2 Learning Objectives and Key Design

Rationale

Overall, our goal is to promote a deeper understanding of GenAI

and to center the mental models of GenAI users around both the

utility and harm of GenAI systems (aligned with existing AI literacy

framework [27]). We define our three specific learning objectives

as follows, and examples of learning outcome measurements are

presented in Table 1 (full details in Appendix A.2).

After interacting with ImaginAItion, users should be able to:

LO1 Bias Awareness: identify and describe specific examples of

bias in GenAI.

LO2 MentalModel: produce and assess specific examples of what

is easy or hard for GenAI.

LO3 Prompt Engineering: successfully and efficiently produce

and improve prompts for GenAI.

We highlight three most essential design rationales for Imagi-

nAItion derived from our iterative design:

Highlight GenAI literacy goals with purposeful practice and feed-
back loop. ImaginAItion is designed to provide players with mean-

ingful opportunities to practice key GenAI literacy skills while

receiving actionable feedback. Prompters are motivated by the

scoring system to select adjectives that would be difficult for the

drawers, which encourages them to reflect on the potential biases

(LO1) and limitations (LO2) in GenAI. Using GenAI in image gener-

ation ensures that players actively practice prompting (LO3) and

experience the capabilities and limitations of GenAI and prompts

(LO2) first-hand. Finally, a scoring session (Figure 1d) provides

players with feedback on their performance, strengthening their

understanding of how GenAI interprets and executes prompts. Dis-

cussion questions encourage learning from each other and deeper

reflections on GenAI biases (LO1; e.g., “what bias might the genera-

tion reflect?”), capacities (LO2; e.g., “what strategies did you use to

choose a difficult prompt?”), and prompting strategies (LO3; e.g.,

“what strategies did you use to prompt image generation?”), which

foster learning throughout different rounds of the game.

Improve learning through embedding persuasive theories. We lever-

age persuasive theories such as obfuscation and intermixing in

embedded design [15] and fast and slow thinking in dual-process

theory [14] to maximize learning impact. Embedded design prin-

ciples can make discussions on Gen AI bias more approachable,

especially to those without subject matter knowledge [15]. Poten-

tially triggering bias-related concepts are subtly integrated into

gameplay through obfuscation, allowing players to reflect on biases

without overt instruction that might reduce enjoyment and learn-

ing in games [23]. We designed adjective and noun combinations

to highlight potential biases in GenAI outputs, and bias-revealing

rounds are intermixed with purely playful prompts to maintain

engagement while promoting critical thinking. Additionally, time

constraints in each turn of the game are carefully designed so that

the guessers need to rely more on their instincts when making

automatic judgments matching prompts with images, while the

prompters and the drawers are given more time for deliberate,

logical reasoning and iterations [14]. The scoring and reflection

questions also allow players to refine their mental models of GenAI,

helping them develop the critical thinking skills necessary to en-

gage with GenAI responsibly.

Reduce cognitive load by simplifying game mechanisms. To en-

sure ImaginAItion is lightweight and appeals to a wide audience

of adult novices, we intentionally streamlined its mechanics to

minimize cognitive load while retaining depth and engagement.

For example, players create prompts and make guesses using pre-

defined options in a consistent multi-select interface, eliminating

the complexity of generating and evaluating open-ended input. An

intuitive scoring interface further reduces confusion by clearly dis-

playing how points are earned across different stages of the game.

This design ensures that players can easily track their progress and

understand the relationship between their decisions, the outputs

generated by GenAI, and the resulting scores. We aim to create a

supportive and engaging environment where players can explore

challenging topics such as bias without feeling overwhelmed.

3.3 Playtest Insights

3.3.1 Scaffolded Prompting. Early iterations of ImaginAItion ex-

plored free-form prompts, which we found difficult to ideate, guess,

and evaluate, and also risk digressing away from GenAI literacy

goals to a vocabulary test. Therefore, we introduced a structured

prompt format pairing adjectives with two predefined nouns, as

illustrated in Figure 1a. We took inspiration from the Caution Signs

game but increased the number of nouns and adjectives to better

expose biases and limitations in GenAI (LO1, LO2), as we found

that GenAI had challenges generating images of noun pairings that

reflect bias such as "skinny man and muscular woman". Through

experimentation, we found that varying nouns or verbs between

nouns were too obvious or added unnecessary complexity, while
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fixed nouns with varied adjectives kept images relevant for dis-

cussion and aligned with our learning goals. To balance learning

and fun, we intermixed bias-inducing prompts, such as comparing

"man" and "woman" to highlight social bias ingrained in GenAI,

with random playful prompts like "horse" and "billionaire" to keep

the game engaging.

3.3.2 Role of GenAI. We tested multiple roles and interactions for

GenAI in ImaginAItion, including GenAI always drawing or guess-

ing, mixing human player and GenAI turns randomly, GenAI assist-

ing human player decisions, and GenAI co-participating alongside

human players. Overall, we found that player engagement dropped

when GenAI took over the guessing roles, and prompt complexity

became difficult to balance when both GenAI and human players

drew or guessed. For example, when we tested having some players

act as a GenAI agent that guesses and draws, and all other players

draw and guess by hand, we found it difficult to create prompts

that were complex enough to challenge both GenAI and humans.

Through iterations, we found that letting humans iterate and pick

GenAI results was the most effective in allowing players to practice

refining prompts (LO3), and having only humans guess prompts

based on images was the most straightforward way to evaluate

prompts and reveal potential instances of GenAI bias.

3.3.3 Player Involvement. We explored the dynamics around each

player’s role in the game to best encourage engaging play. In the ini-

tial prototype, we tested having one player as the guesser, similar to

Caution Signs. However, as we used GenAI to generate images and

had a more complex prompt structure, the guesser was uninvolved

for an extended time. Therefore, we adopted a turn-based structure

similar to Telestrations, where players are always engaged in choos-

ing prompts, drawing based on a given prompt, or guessing based

on the drawings. The design of three teams and three turns per

round keeps the game engaging and provides ample opportunities

to practice GenAI literacy goals. More setups can be explored in

future work (Section 4.3).

3.3.4 GenAI Literacy Learning. In our playtesting, we found pre-

liminary evidence that our design fosters active GenAI literacy

learning during gameplay. We found that our prompt structure al-

lowed players to reflect on biases in GenAI (LO1) while maintaining

the flow of the game, as the participants discussed the embedded

bias in gender for the round exemplified in Figure 1 and found the

game very fun. Interestingly, participants commented that they

became aware of their own biases or purposefully used stereotypes

to communicate efficiently — for example, instructing GenAI to

add a ribbon to the cow to communicate the prompt "beautiful

cow". Participants also improved their understanding of GenAI

limitations (LO2), as those who struggled to create challenging

prompts initially could instantiate scenarios GenAI handles poorly

after gameplay. Additionally, participants demonstrated improved

prompting strategies (LO3). Before the gameplay, participants de-

scribed that they simply "regenerate the image again and again" and

"retype prompt and try again" when GenAI fails; after gameplay,

they derived more effective approaches such as "write more about

the structure of the image" or "rethink and try to simplify or add

more context".

4 Next Step: Game Evaluation Study

We will implement ImaginAItion as a web application with Ope-

nAI’s DALL·E 3 API for the GenAI model, and we plan to evaluate

the efficacy of our game and answer our research questions in

Section 1 with a within-subject study design.

4.1 Participants and Study Procedure

We plan to recruit 20 adult novices who use GenAI tools like Chat-

GPT but may lack a deep understanding of GenAI technologies. We

will use a screening survey (Appendix A) to exclude participants

who have high self-rated familiarity with GenAI (> 4/7 in 7-level

Likert Scale questions).

The study will be conducted in 50-minute Zoom sessions, each

involving three participants to meet the game requirements. Partic-

ipants will be compensated with a $15 Gift Card for participating

in the study. Please refer to Appendix A for our complete study

materials. Each session will include the following phases:

• Pre-survey (5 minutes): Participants will provide demographic

information, exemplify GenAI biases and prompting strategies,

and rate their experiences with GenAI tools (e.g., confidence us-

ing tools like DALL·E) with 7-level Likert Scale questions. Table 1

provides a mapping between survey items and ImaginAItion’s

learning objectives, and complete details are in Appendix A.2.

• Tutorial and Gameplay (30 minutes): Participants will receive

a tutorial on how to play ImaginAItion, with fixed bias-inducing

prompts in the prompting turn for priming [36], and without the

time constraints to enable participants to familiarize themselves

with the game mechanics. Participants will then play five full

rounds of ImaginAItion web game (5 minutes each, as described

in Section 3.1), two of which include bias-inducing adjectives,

and the other three are random.

• Post-survey and Discussion (15 minutes): After the gameplay,

participants will complete a post-survey with a similar set of

open-ended and Likert Scale questions question to the pre-survey

to measure changes in their understanding of GenAI biases, men-

tal models, and prompting strategies. This will be followed by

a semi-structured discussion facilitated by the researchers, to

collect qualitative insights on participants’ experiences and re-

flections.

4.2 Method and Data Collection

To understand participants’ experiences, prompting behaviors, and

learning outcomes, we will collect data including participants’ sur-

vey answers, time on task, and interaction log data from all phases

of the study. As presented in Table 1, some pre-post survey items

are specifically designed to evaluate ImaginAItion’s learning ob-

jectives using backward design [46], a popular instructional design

method to align educational goal, assessment, and instruction.

Data Analysis. We will use thematic analysis [5] and grounded

theory coding [38] on the survey responses, discussion scripts, and

interaction logs to derive qualitative insights regarding participants’

gameplay patterns, mental models, and understanding of bias to-

ward GenAI. We will use AI-assisted expert judgment to evaluate

the open-ended answers in the pre-post survey.

https://help.openai.com/en/articles/8555480-dall-e-3-api
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Table 1: Alignment among the learning objectives, assessment (pre-/post-survey questions and in-game metrics), and game

mechanisms in ImaginAItion. Refer to Appendix A for more survey questions.

LO Assessment Example Game Mechanism

LO1 (Bias

Awareness)

Bias-inducing adjective selection strategies during gameplay; sur-

vey and interview questions on bias (e.g., “What bias did you observe
from the gameplay?” )

Prompters may manipulate GenAI bias when selecting prompts.

Drawersmay experience GenAI bias when assigned a bias-inducing

prompt and observe difficulties in GenAI generation.

LO2 (Mental

Model)

Scores as prompters during gameplay; survey and interview ques-

tions on GenAI capacities (e.g., “Write 3 prompts that you think
would be challenging for text-to-image generative AI to draw” ) and
prompt selection strategies (e.g., “What selection strategies did you
use to make the prompt hard?” )

Prompters need to reflect on what is difficult for GenAI to generate,

incentivized by the scoring mechanism. Drawers need to iteratively

prompt and observe model behavior to refine their understanding

of what GenAI generates well versus poorly.

LO3

(Prompt

Engineer-

ing)

Prompt iterations, time, scores as drawers during gameplay; survey

and interview questions on prompting strategies (e.g., “Here’s a
prompt and its output for a text-to-image GenAI: [prompt that failed]
[image]. Edit the prompt to make GenAI generate a better image.” )

Drawers need to iteratively prompt and observe model behavior

to create images that effectively convey the selected adjectives by

the prompter.

4.3 Future Work

To further reinforce the learning objectives, we may also adopt

more complex game mechanisms, such as enabling the prompter

to use their points to customize prompts or add distractor options

for the guesser. Splitting more than three players into three teams

encourages collaboration and communication, but it is also possible

to explore individual gameplay similar to Telestrations, which keep

repeating the drawing and guessing turns. Additionally, beyond

the self-practice mechanisms with non-deterministic GenAI feed-

back, it would be interesting to introduce more explicit prompt

engineering instructions in the gameplay, potentially borrowing

insights from existing prompt engineering training literature [29].

Also note that in our work, we instantiate GenAI with the specific

text-to-image GenAIs we tested when we developed our Imagi-

nAItion game: Meta AI and DALL·E 3. The lessons learned may be

generalizable to other GenAI models and LLMs, and potentially to

other demographics like kids or families (as the recommended age

for the game Caution Signs and Telestrations is 8+ and 12+ years,

respectively), which we left for future work.

5 Conclusion

ImaginAItion is a party game that aims to promote GenAI literacy

in adult novices who do not deeply understand GenAI technologies.

By integrating principles from psychological theories, the game is

designed to provide players with hands-on experiences to identify

biases, refine their understanding of GenAI systems, and practice

prompting. Looking ahead, the evaluation study will validate the

game’s effectiveness in achieving its learning objectives, offering in-

sights into how structured gameplay can foster a deeper awareness

of GenAI’s capabilities and limitations. By expanding this research

to include broader demographics and continuing to evolve the me-

chanics of the game, ImaginAItion could contribute to empowering

users to navigate the complexities of GenAI responsibly.
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Figure 2: How to play interface design. Players can view the instructions on how to play the game with an overview of the

prompting, drawing, and guessing turns along with the scoring mechanisms.

A User Study Materials

A.1 Screening Survey Questions

(1) On a scale of 1-7 (Likert), how familiar are you with text-to-image generative AI tools?

(2) Have you ever learned prompting methods to enhance the performance of text-to-image generative AI? If so, briefly describe what

you’ve learned.

A.2 Pre-Post Survey and Discussion Questions

(1) On a scale of 1-7 (Likert), how comfortable are you with text-to-image generative AI tools?

LO3 Prompt Engineering:

(2) On a scale of 1-7 (Likert), how easy do you find it is to create prompts that guide text-to-image generative AI to generate your desired

images?

(3) What strategies do you use to make text-to-image generative AI generate images more aligned with your goals? Provide examples.

(4) Here’s a prompt and its output for a text-to-image GenAI: [prompt that failed] [image]. Edit the prompt to make GenAI generate a

better image.

LO2 Mental Model:

(5) Write 3 prompts that you think would be easy for text-to-image generative AI to draw.

(6) Write 3 prompts that you think would be challenging for text-to-image generative AI to draw.

LO1 Bias Awareness:

(7) What biases do you think exist in text-to-image generative AI? List as many as you can.

(8) Select All Apply: What prompt(s) can produce an image like this: [image], [list of prompts that reflect GenAI bias] (and why)?

Post-survey only:

(1) LO2 Mental Model: What selection strategies did you use to make the prompt hard?

(2) LO1 Bias Awareness: What bias did you observe from the gameplay?

(3) How is your gameplay experience?

(4) What have you learned from this game, if any?

(5) If there’s one thing you can change about this game, what would you change and why?

(6) Other comments, feedback?

Semi-structured group discussion: Start by asking the post-survey-only questions above.

B Interface Artifacts
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Figure 3: Final scoring interface design. Players can view the scores for each round and the final game scores.
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